Power Analyses

Across the studies (pilot data, Studies 1-3) we collected data from as many students as possible within limited recruitment windows. As such, we did not perform a priori power analyses. Instead, we conducted sensitivity power analyses which indicated that that we had sufficient power to detect small effects (f² = .015~.037; small effect f² = .02, medium effect: f² = .15; large effect: f² = .35; Cohen, 1988) across the studies. Detailed analyses are reported below. 


Pilot Data
Sensitivity power analysis using the G*Power software (Faul, Erdfelder, Buchner, & Lang, 2009; F tests; Linear MR Fixed model, R2 deviation from zero) indicated that the effect size our sample could detect at 80% power was f2 = .024. Hence, this study had high power to detect small effect sizes (Cohen, 1988).

F tests - Linear multiple regression: Fixed model, R² deviation from zero
Analysis:	Sensitivity: Compute required effect size 
Input:	α err prob	=	0.05
	Power (1-β err prob)	=	0.80
	Total sample size	=	324
	Number of predictors	=	1
Output:	Noncentrality parameter λ	=	7.8959426
	Critical F	=	3.8704998
	Numerator df	=	1
	Denominator df	=	322
	Effect size f²	=	0.0243702

Study 1
Sensitivity power analysis using the G*Power software (Faul, Erdfelder, Buchner, & Lang, 2009; F tests; Linear MR Fixed model, R2 deviation from zero) indicated that the effect size our sample could detect at 80% power was f2 = .037. Hence, this study had high power to detect small effect sizes (Cohen, 1988).

F tests - Linear multiple regression: Fixed model, R² deviation from zero
Analysis:	Sensitivity: Compute required effect size 
Input:	α err prob	=	0.05
	Power (1-β err prob)	=	0.80
	Total sample size	=	214
	Number of predictors	=	1
Output:	Noncentrality parameter λ	=	7.9205812
	Critical F	=	3.8856965
	Numerator df	=	1
	Denominator df	=	212
	Effect size f²	=	0.0370121

Study 2
Sensitivity power analysis using the G*Power software (Faul, Erdfelder, Buchner, & Lang, 2009; F tests; Linear MR Fixed model, R2 deviation from zero) indicated that the effect size our sample could detect at 80% power was f2 = .019. Hence, this study had high power to detect small effect sizes (Cohen, 1988).

F tests - Linear multiple regression: Fixed model, R² deviation from zero
Analysis:	Sensitivity: Compute required effect size 
Input:	α err prob	=	0.05
	Power (1-β err prob)	=	0.80
	Total sample size	=	409
	Number of predictors	=	1
Output:	Noncentrality parameter λ	=	7.8860660
	Critical F	=	3.8644079
	Numerator df	=	1
	Denominator df	=	407
	Effect size f²	=	0.0192813

Study 3
Sensitivity power analysis (Faul et al., 2009; F tests; Linear MR Fixed model, R2 deviation from zero) revealed that the effect size the current sample can detect at 80% power is f2 = .015. Given that Study 3 also has the most complicated analyses (3-way interaction), we wanted to ascertain that our sample size could reliably detect the 3-way interaction. Sensitivity analysis (F tests; Linear MR Fixed model, R2 increase) indicates that the effect size that the current sample can detect at 95% power is f2 = .025, which is still a small effect. 

F tests - Linear multiple regression: Fixed model, R² deviation from zero
Analysis:	Sensitivity: Compute required effect size 
Input:	α err prob	=	0.05
	Power (1-β err prob)	=	0.80
	Total sample size	=	523
	Number of predictors	=	1
Output:	Noncentrality parameter λ	=	7.8778968
	Critical F	=	3.8593691
	Numerator df	=	1
	Denominator df	=	521
	Effect size f²	=	0.0150629

F tests - Linear multiple regression: Fixed model, R² increase
Analysis:	Sensitivity: Compute required effect size 
Input:	α err prob	=	0.05
	Power (1-β err prob)	=	0.95
	Total sample size	=	530
	Number of tested predictors	=	1
	Total number of predictors	=	6
Output:	Noncentrality parameter λ	=	13.0426217
	Critical F	=	3.8593004
	Numerator df	=	1
	Denominator df	=	523
	Effect size f²	=	0.0246087
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