
Appendix 1: Details on the EM algorithm to detect outliers 

For each of the hormones separately, the EM algorithm was applied to the residuals of all 

subjects simultaneously, where the residual of the ith measurement of subject j was 

calculated as  𝑅𝑅𝑖𝑖𝑖𝑖 = 𝑌𝑌𝑖𝑖𝑖𝑖 − 𝑌𝑌�𝑖𝑖𝑖𝑖, with Yij the observed measurement and 𝑌𝑌�𝑖𝑖𝑖𝑖, the moving 

average smoothed estimate.  

 We assumed that there were two types of measurements: true measurements and 

erroneous measurements. We expected that  the residuals of the true measurements had  

standard deviations close to 0, while erroneous measurements had a much larger standard 

deviation.  

 

The (unobserved) indicator variable Z denotes whether a measurement is an error, with 

Zij=1 if the ith measurement of subject j  is an error and Zij =0 if it is a true measurement.  

The proportion of erroneous measurements Pr(Zij=1) is denoted by 𝜋𝜋𝑒𝑒. We assumed that 

residuals R of true measurements were normally distributed with mean 0 and standard 

deviation  𝜎𝜎1 while the residuals of the erroneous measurements were normally distributed 

with mean 0 and standard deviation  𝜎𝜎2, with  𝜎𝜎2 ≫ 𝜎𝜎1.  The proportion of erroneous 

parameters 𝜋𝜋e and the standard deviations 𝜎𝜎1 and  𝜎𝜎2, can be estimated using maximum 

likelihood. The complete likelihood of the data is 

 𝐿𝐿( 𝜎𝜎1,𝜎𝜎2;𝑅𝑅,𝑍𝑍) =  ∏ 𝑓𝑓�𝑅𝑅𝑖𝑖𝑖𝑖;   𝜎𝜎1�
(1−𝑍𝑍𝑖𝑖𝑖𝑖)

𝑖𝑖𝑖𝑖  𝑓𝑓�𝑅𝑅𝑖𝑖𝑖𝑖;   𝜎𝜎2�
𝑍𝑍𝑖𝑖𝑖𝑖, 



with 𝑓𝑓(;  𝜎𝜎𝑖𝑖), the normal density with mean 0 and standard deviation 𝜎𝜎𝑖𝑖. Because the Zij are 

unobserved, the EM algorithm is applied, with following EM steps: 

 

E step: given current estimates pe s1 and s2 for 𝜋𝜋𝑒𝑒  𝜎𝜎1 and  𝜎𝜎2 , the expected probability to be 

an error is estimated using Bayes formula:   

    Pr(Zij=1| Rij) =   
𝑝𝑝𝑒𝑒𝑓𝑓�𝑅𝑅𝑖𝑖𝑖𝑖; 𝑠𝑠2�

(1−𝑝𝑝𝑒𝑒)𝑓𝑓�𝑅𝑅𝑖𝑖𝑖𝑖; 𝑠𝑠1�+𝑝𝑝𝑒𝑒𝑓𝑓�𝑅𝑅𝑖𝑖𝑖𝑖; 𝑠𝑠2�
                                          (1) 

M step: the likelihood function where the Zij are replaced by the expected probabilities that 

Zij is 1, is maximized.  

The EM steps are repeated until convergence.  The final estimates pe ,s1 and s2 are filled in in 

equation (1). This yields for each measurement an estimated probability to be an error 

measurement. 

The EM algorithm was applied in R version 3.5.1, using the normalmixEM function of the 

package mixtools. 
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