
Appendix 1 

Equations and Architecture of the Auto Contractive Map Neural Network 

Networks Topology 

The Auto Contractive Map(Auto-CM) neural network was designed by 
M Buscema in 1999 and its learning law was improved up to 2018.  

Auto-CMhas an architecture based on three layers of nodes (Figure 1): an 
input layer that captures the signal from the environment, a hidden layer 
which modulates the signal within the network, and an output layer 
which returns a response to the environment on the basis of the 
processing that occurred. The three layers have the same number N of 
nodes. The connections between the input layer and the hidden one are 
mono-dedicated, whereas those between this hidden layer and the output 
layer are completely connected. Each connection is assigned a weight: vi 
for connections between the ith input node and the corresponding hidden node, wi,j for those between the 
generic jth node of the hidden layer and the ith node of the output layer. 

 

Figure 1 Architecture of the Auto-
CM 

… 

… 

… 
Input layer 

Hidden layer 

Output layer 

Equations for Learning 

For the training, datasets are scaled between zero and one and all weights initialized beforehand to the same 
positive value close to zero. Then the network must undergo a series of epochs. In each of them, all the input 
patterns must be presented one after another to the network, and a calculation made for the appropriate 
equations with the corresponding output value and a measure of error with respect to the desired value. In 
accordance with the principle of batch update, the corrections accumulated for an epoch must be applied at 
the end. The equations of training of the network make reference to the quantities shown below (Table 1). 

 
Symbol Meaning 

p
ix  

ithinput node of the pth pattern 

( )nh p
i  

ith hidden node of the  pth pattern during the nth 
time 

( )ny p
i  

ithnode in the output of the  pth pattern during 
the  nth epoch 

( )nvi  
weight of the connection between the  ithinput 
node and in the  ithhidden node during the  nth 
epoch 

( )nw ji,  
weight of the connection between the jth hidden 
node and the  ithoutput node during the  nth 
epoch 

N  the number of nodes per layer 

M  the number of patterns 

α  constant learning rate 

C constant greater than 
one, typically   NC =  

Table 1 Notation for Auto-CM neural network 

 

 

 

 

 

 

 

 

 

 

 



 

At the nth epoch of training, out of each input pattern a value is calculated for the hidden layer, through a 
contraction, that reduces the input value in proportion to the mono-dedicated weight. 
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The algorithm then calculates the value on the output layer through a "double conceptual passage." For each 
output node, an initial operation saves the net input calculation, that is to say, the reduction (contraction) of 
all the hidden nodes through the weights between the hidden layer and output layer (Equation 2). 
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(2) 

A second operation calculates the output value by further contracting the corresponding value of the hidden 
node thorough the previously calculated net input for the output node: 
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During the training that occurs in every epoch, in addition to the calculation of the output values (3), for each 
pattern presented in input the algorithm calculates the correction quantity of the weights, summed and 
applied at the end of the epoch. For the N-mono dedicated layers between the input and hidden layers, the 
algorithm considers the contraction, based on the weight being examined, of the difference between the 
values of the corresponding input and hidden nodes, further modulated for the input node itself. 
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( ) ( ) ( )nvnvnv iii Δ⋅+=+ α1 (5) 

Similarly, for N2 weights between the hidden and output layers the algorithm calculates the contraction, 
based on the weight being considered, between the corresponding hidden and output nodes. The Learning 
coefficient (α)is updated according to the average of the errors of each weights (δ) at each epoch (n)  
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Cost Function 

 The quantity, E, to minimize during the learning process is the following: 
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From the equations one can immediately observe how the contractions establish a 
relationship of order between the layers: 
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One can easily see during training, the mono-dedicated weights vi grow monotonically, and with different 
speeds asymptotically towards the constant C: 
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just like the values of hidden nodes tend to cancel themselves out:  
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along with those of the output units: 
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while the corrections of the full set of weights diminish: 
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The process of canceling the above quantity occurs with speed modulated by the input patterns and leaves its 
specific sign in the matrix between the hidden and the output layer. 
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